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ABSTRACT

Surface displacement spectra, collected at five locations off
Canada’s West Coast over a period extending from 1984 to 1989, were
used to describe the overall wave climate, spectral types and storm
characteristics of this region. Offshore waters experienced the most
severe wave climate, as indicated by the joint occurrence of
significant wave height (HSIG) and peak period (TP). Conditions of
HSIG > 8m and TP > 17s were observed at all locations while the most
severe record was represented by an HSIG > 13m and TP of 20s.
Examination of the spectral types indicated a large percentage of
swell dominant and multiple peak spectra which has implications
towards both their numerical and parametric modelling. Fifteen storms,
driven by both small and large scale pressure systems, were examined
in detail and showed the presence of rapid sea growth (maximum rates
on the order of 1 m/hr and 1s/hr for HSIG and TP) and, with the
exception of Queen Charlotte Sound, an average 30% decrease in energy
between offshore and inshore stations, intensification of sea
conditions in Queen Charlotte Sound was observed on occasion (maximum
intensification of 60%). The Ochi and Hubble six–parameter model was
fit to all spectra. The statistical distribution of the fit parameters
was calculated and an attempt was made to predict these parameters
with varying success. The probability distribution of the fit
parameters was also examined to define design spectra with known
confidence limits.

RÉSUMÉ

Des spectres de déplacement de surface, recueillis en cinq endroits
au large de la cote ouest du Canada entre 1984 et 1989, ont été
utilisés pour décrire le régime global des vagues, les types spectraux
et les caractéristiques des tempêtes de cette région. Les eaux du
large ont été le siège du régime de vagues le plus violent,
caractérisé à la fois par des hauteurs de vagues (HSIG) élevées et par
des longues périodes principales (TP). Des vagues de HSIG > 8m et de
TP > 17s ont été observées à tous les endroits, tandis que les vagues
les plus grosses avaient des HSIG > 13m et des TP = 20s. L’examen des
types spectraux a révélé un fort pourcentage de spectres dominés par
la houle et de spectres a plusieurs pics, ce qui influe sur leur
modélisation tant numérique que paramétrique. Quinze tempêtes,
soulevées par des systèmes de pression a petite comme à grande
échelle, ont été examinées en détail et ont révélé une croissance
rapide de la mer (taux maximums de l’ordre de 1 m/h et de 1 s/h pour
HSIG et TP) et, sauf dans le détroit de la Reine–Charlotte, une
diminution moyenne d’énergie entre le large et la cote de 30%.
L’intensification de l’état de la mer dans le détroit de la
Reine–Charlotte a été observe par moments (intensification maximale de
60%). Le modèle a six paramètres d’Ochi et Hubble a été ajusté tous
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les spectres. La distribution statistique des paramètres d’ajustement
a été calculée, et on a tenté de prévoir ces paramètres avec, plus ou
moins de succès. La distribution des probabilités des paramètres
d’ajustement a aussi été examinée dans le but de définir des spectres
théorique de conception avec des limites de confiance connues.
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1.INTRODUCTION

Since 1982, an on–going wave measurement program has been conducted
on the West Coast by the Canadian government in order to characterize
the wave climate in Queen Charlotte Sound, Hecate Strait, and Dixon
Entrance. This program is supplemented by the long time series of
waverider measurements off Tofino (West coast of Vancouver Island) and
by an offshore array of 10m discus buoys, operated by the United
States National Data Buoy Office, throughout the Northeast Pacific.

In this study, wave spectral information, collected from 1984 to
January 1989 at three inshore and two offshore sites, were analyzed to
develop an understanding of the wave climate in the region. Summary
spectral statistics were used to develop a seasonal and geographic
picture of the mean and extreme wave conditions. Though useful, these
statistics do not provide sufficient detail on the characteristics of
individual spectra for many model and engineering applications. More
detailed information was obtained by first classifying the spectra
according to total energy, number and position of spectral peaks and
then by fitting a parametric model to the individual spectrum and
assessing the model’s behavior. A detailed analysis of individual
spectra, concentrating on storm occurrences, provided further
information on the regional, time and energy dependent growth and
decay of wave spectra. Finally, the ability to predict the model
parameters from external information was examined and their
probability density distribution used to establish model spectra of
known statistical confidence.

2.STUDY BACKGROUND
2.1 Study Objectives

There were two primary objectives of this study. The first was to
perform a wave climate analysis on a minimum cumulative 15 years of
data from five locations off Canada’s West coast. The analysis
consisted of examining the behavior of standard spectral statistics,
of classifying the spectra based on characteristics of scanned
spectral peaks, and in selecting and analysing storm occurrences. The
second objective was to perform the fit of a selected parametric model
to the data spectra. The ability of the model to represent the data
spectra was assessed and the statistical and predictive behavior of
the parameters was determined.

2.2 Data Sources

Surface displacement energy density spectra, for five locations on
Canada’s West Coast, spanning a time period from January 1984 through
January 1989, were supplied by the Marine Environmental Data Service
(MEDS). As part of the storm analysis, surface atmospheric pressure
charts, for selected time periods, were obtained from the Atmospheric
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Environmental Service (AES). The buoy mooring sites, illustrated in

Fig. 1  , were chosen to provide good spatial coverage of both inshore
and offshore waters and the time period was selected to allow
sufficient data for statistically significant analyses.

2.3 Data Processing

The periods of good data return from each station are denoted by

the solid lines in Fig. 2  . Data gaps were generally associated with

instrument failure and time delays in instrument servicing. Table 1  

lists information on the mooring site, sampling scheme and data
spectral analysis. The three inshore stations were operated by MEDS
while the two offshore stations formed part of the on–going NOAA
(National Oceanographic and Atmospheric Administration) databuoy
project. Due to the different buoy types and sampling schemes, each
station was treated independently and some pre–processing was
required. Band–averaging was performed, when necessary, to increase
the number of degrees of freedom of the spectra. In order to simplify
later analyses, the spectra were truncated below 0.1885 and above 2.0
rps (radians/sec) (.03 and 32 Hz) to remove spurious instrument
response effects influencing energy at very low frequencies, and to
provide a constant upper frequency limit as well as eliminating high
frequencies containing little energy. The amount of band–averaging was
dictated by the initial frequency resolution and the necessity of
having a sufficient number of frequencies for model fitting. Further
smoothing, using a three–band running average, was also required for
all but the two NDBO stations prior to classification of the spectra,

peak scanning, and model fitting, indicated in Table 1   are the
initial spectral information, including the number of frequencies and
frequency resolution before and after this pre–processing. A data
quality code was supplied by MEDS for most of their processed spectra.
Spectra noted with a poor or questionable data quality code as well as
those with unacceptable significant wave heights or peak periods (e.g.
spikes) were rejected.

A WRIPS buoy (Datawell waverider modified for satellite
transmission) was moored at station 503W, Queen Charlotte Sound, and
sampled every three hours. There were numerous data gaps of short
duration possibly related to satellite transmission ”misses”. A second
problem seen in the data was the presence of spurious low frequency
energy suspected to be a result of mooring motion. The most extreme
cases were rejected while truncation of the record at 0.1885 rps
eliminated much of this energy for less severe occurrences. As there
were only 27 frequencies describing the spectra, band–averaging to
increase confidence in the spectra was not possible as the reduction
in the number of frequencies would have been too great for subsequent
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model fitting. Smoothing with a three–band running average was applied
to the first 20 frequencies prior to model fitting.
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A Datawell WAVEC buoy (directional slope–following buoy) was moored
at station 211 in Dixon Entrance. It sampled every three hours except
during storms when a record every 35 minutes was available. The
three–hourly record was extracted for further analyses. Data quality
was good when the buoy was operating.

A Datawell waverider was moored at Tofino (Station 103), normally
sampling every three hours, though periods of hourly sampling
occurred. Prior to February 1987, records were available every 20
minutes during storms and two 20–minute records were averaged together
in order to increase confidence in the storm spectra. In order to
maintain a sufficient frequency resolution, band–averaging could not
be performed on this data. In February 1987, the sampling regime and
data processing procedure was altered. This allowed for two–band
averaging and reduction of noise in the spectra after February 87. As
with Station 503W, spurious low frequency energy was sometimes
observed possibly due to mooring motion. These data were the most
complete for the period Nov 84 through Jan 89.

NOAA data buoys (10m discus buoys), recording both wave and wind
information, were positioned at Stns. 46004 and 46005. The data
quality of these spectra was high and they were relatively ”noise”
free. No smoothing was required.

In all, over forty thousand spectra were analyzed.

3. STATISTICAL DESCRIPTION OF THE WAVE CLIMATE

A discussion on the West Coast wave climate should include an analysis
of the average and extreme behavior of selected spectral statistics,
specific characteristics of sea and swell, and the observed response
to the passage of storms. In this section, the behavior of spectral
statistics will be discussed. Whenever possible, distinction between
sea and swell will be made; however, the primary discussion on
observed swell, as well as the storm behavior, will be included in

Section 5  .

3.1 Methodology

The spectral statistics that were examined included the significant
wave height (HSIG) ( which describes the amount of wave energy present
based on assumed distributions of the measured amplitude and total
variance), four period statistics, peak period (TP), average period
(APER), average apparent period (AAP) and apparent crest period (ACP),
and two shape statistics – peakedness (QP) and spectral width (SPW).
With the exception of TP, the other statistics are calculated from
various moments of the spectra, as described below. Their usefulness
lies in their ability to efficiently summarize given features of the
spectra from which possible predictive relationships can be
established or simple models could be built.
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The spectral statistics were

Moments of the spectra: 

Significant wave height (HSIG) : 4.0 * SQRT (MO)

Peak period (TP): Period associated with the maximum spectral density
value (Emax(f)).

Peakedness parameter (QP): 

Spectral width parameter (SPW): 

Average period (APER): MO/M1

Average apparent period (AAP): SQRT ( MO/M2)

Apparent crest period (ACP): SQRT ( M2/M4 )

With the exception of TP, it should be noted that these statistics,
particularly when using higher moments, are not stable (i.e.
calculation over different frequency ranges would result in different
values) which can cause problems for certain applications.

The overall behavior of the spectral statistics were summarized by
station, season and spectral type (as discussed later), both
graphically and with the following distribution statistics:

Range values: Minimum and Maximum

Mean: 

Average deviation (ADEV): 

Standard deviation (SDEV): 

Skewness (SKEW): 

Kurtosis (KURT): 
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The wave spectra were further classified into spectral types in order
to provide basic percent occurrence information and to allow for more
detailed analysis of spectral statistics and model fit behavior. The
classification was based on selected spectral statistics, namely HSIG
and TP, and on the number and location of spectral peaks determined
through a scanning procedure. The peak scanning, performed on the
smoothed spectra, consisted of detecting peaks and troughs (i.e.
maximum and minimum spectral densities), determining the modal peak
period (TPm) associated with the local maximum, and calculating the
amount of variance explained by the peak through summation over the
frequency range bounded by the trough locations. As multiple peaks are
often present in any given spectrum, a peak was considered significant
if it explained more than 10% of the total variance. The peak scanning
worked well on the Stns. 46005, 46004 and 211 records but had more
difficulty with Stns. 103 and 503W as these often consisted of
multiple peak conditions. One must achieve a balance between smoothing
out actual data peaks and removing ”peaks” that are a result of
variability, while also maintaining sufficient frequency resolution.
Low energy spectra were often classed as multiple peaks as the
secondary peaks could readily account for 10% of the variance.

Using the above information, the data spectra were assigned a class
code where the first digit represented the modal peak period
information (TPm) and number of peaks, and the second digit indicated
the range of significant wave height. TPm represents the period,
associated with the local maximum spectral density, of the peak
containing the majority of the variance in the spectrum. This coding
will be referred to as Type 1 to distinguish it from a later
classification based on model fit behavior (Type 2). There were
fifteen classes denoted by:

Scanned single peak: TPm � 14s 1
10 � TPm < 14s 2
TPm < 10s 3

Scanned 2 or more peaks: TPm � 12s 4 (low frequency
dominant)

TPm < 12s 5 (high frequency
dominant)

Significant wave height – Second Digit:
0 < HSIG � 3m 1
3 < HSIG < 6m 2
HSIG � 6m 3

For example, a Type 1 code of 23 would represent a single peak
spectrum with HSIG greater than or equal to 6m and a peak period
between 10 and 14 seconds while a code of 43 would be assigned to a
multiple peak spectrum with similar HSIG whose major peak has an
associated period greater than or equal to 12 seconds. Note that for
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single peak spectra, TPm would be equal to TP while for multiple peak
spectra this is not necessarily true (e.g. sharp swell and broad sea,
where TP is associated with the swell while the sea may be explaining

a greater percentage of the total variance denoted by TPm). Figs. 3  

and 4   contain examples of classes 12, 22, 32, 42 and 52 for stations
46005 and 103, respectively. Indicated on the figures are the station
number, class code and model fit residual value (RESH) discussed in

Section 4.1  . The solid line represents the data spectra without any
smoothing. The short dashed line is the parametric model fit to the

data while the long dashed line, in Fig. 4  , is the smoothed spectra
upon which both peak scanning and model fitting is performed. By
comparing the two figures, it can be seen that the NDBO spectra show
less variability than the original 103 spectra and no additional
smoothing is required. Smoothing of the 103 spectra is necessary for a
peak/trough scanning procedure to be effective. Two examples of class

42 spectra are shown in Fig. 3  . The relatively small high frequency
peak in the lower example was an early sea which developed, in three

hours, to the spectra representing class 52. In Fig. 4  , two examples
of class 32 are included to illustrate differences in peak width that
may be encountered. Numerous examples of a wide variety of spectral
shapes are included in Appendix 3 as part of the storm analysis.

The spectral type classes can be assigned some physical meaning.
Classes 11, 21 and 12 are predominantly pure swell situations. Classes
13, 23, 32 and 33(very few and possibly questionable occurrences) are
primarily pure wind–driven sea spectra. Classes 22 and 31 may be sea
or swell depending on the wave history. The remaining classes
represent multiple peak situations which are particularly
prevalent in low energy conditions. Classes 41, 42 and 52 are
primarily mixed sea and swell situations, though multiple swells are
possible. They often occur during early sea development, Class 51 may
also be representing a mixed sea/swell situation or noisy low energy
sea. The classes associated with larger energy (43,53) may represent a
sea peak with smaller swell or ”noisy” sea spectra under decaying,
varying or veering winds when equilibrium has to be re–established.
These characterizations are general and it was often more difficult to
perform peak selection when multiple peaks exist or if one broad peak
is present (i.e. which actually consists of more than one peak close
in frequency). This was especially true for Stn. 103 and 503W data
which tended to have multiple peaks even after smoothing.

3.2 Results

A qualitative understanding of the wave climate during the study
period can be obtained through examination of the time series of HSIG,
TP and energy density contoured by frequency, shown in Appendix 2. The
contour intervals were set to 0.05, 0.1, 0.25, 0.5, 1.0, 2.5, 5., 10.,
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15. and 20. m**2/rps. The relative amount of noise in the spectra can
be seen by comparing the contoured spectral densities. For example,
Stn. 46005 is relatively noise free while Stn. 103 spectra contain a
significant noise component. The occurrence and character of storms
are indicated by the relative amount of energy present, the rate of
build–up and decay and its duration. The presence of mixed sea/swell
or swell dominant conditions can be seen in the contour spectra as two
or more energy centers. These are not always obvious in the time
series of TP and HSIG alone. A clear distinction between sea and swell
is most easily observed during the summer. Seasonal designations were
chosen as

Winter – December, January, February
Spring – March, April, May
Summer – June, July, August
Autumn – September, October, November

There was seasonal representation from all five locations, however the

presence of data gaps (see Fig. 2  ) reduced the number of years
incorporated into the seasonal averaging. These gaps may effect the
examination of inter–annual variability of the wave climate, and could
introduce bias into the overall statistics. The estimated number of
months of data contributing to each seasonal average and the actual
percentage of records used in the calculation of both the spectral and

fit (discussed in Section 4.3  ) summary statistics, are presented in

Table 2  , Stns. 503W and 211 had the fewest number of contributing
months of data in the calculation of the seasonal statistics. For Stn.
211, there were no data recorded during May with only a limited number
of records available from June possibly biasing the spring statistics
to more energetic and the summer values to less energetic conditions.
There was more uniform data coverage at the other stations. The
relative contribution of winter vs summer data would indicate the
expected bias in the overall statistics. Stn. 211 was the only
location for which there was greater than 6% difference between these
two seasons with summer, low energy conditions associated with over
35% of all records. At the other stations, there was a slightly
greater occurrence of winter recordings.

The seasonal and overall percent occurrence of HSIG, TP, QP and

APER are illustrated in Figs 5   to 8   a,b and the percent exceedance

of HSIG is shown in Fig.9  . Similar percent occurrence plots for the
remaining spectral statistics are included in Appendix 1. The
distribution statistics, as a function of location, season and
spectral type are also listed in the tables of Appendix 1. As might be
expected, the most energetic conditions at all locations were seen in
the winter months, the calmest in the summer, with intermediate and
similar conditions in the spring and autumn. The most extreme
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conditions, in terms of both HSIG and TP, were observed at the two
offshore NDBO stations. Here, essentially no sheltering, fetch or
water depth effects would influence the spectral development. The
inshore stations are sheltered by nearby land masses and the buoy at
Stn. 103, which showed the least severe wave climate, was moored in
shallow water (under 40m) and waves of period greater than
approximately seven seconds would ”feel” the bottom. Under certain
conditions, however, inshore stations in Queen Charlotte Snd. and
Hecate Strait, may show a more severe wave climate than offshore. This
occurs when the pressure center, generating the storm conditions,
intensifies while approaching the coast at a speed close to the group
velocity of the low frequency waves allowing for continuous wind
reinforcement of the wave field. Strong wind and tidally generated
currents could also result in wave steepening particularly in Hecate
Strait. Larger values of the peakedness parameter were observed for
spectra associated with the inshore stations than for the offshore
stations. The increased low frequency resolution of the WRIPS records
may account for the larger QP values at Stn. 503W. The large values
may also be a result of ”filtering” of the incoming waves due to both
land and bathymetry limiting directional spread of the wave energy
resulting in sharper energy peaks. The distribution of APER, an energy
weighted mean period with values slightly smaller then TP, were
similar between the mooring sites. The largest values were seen at
Stn. 103 indicating a more consistent presence of swell at this
location.

The joint distribution of HSIG and TP provides further information
on the severity of the wave climate. It is these combined
characteristics of HSIG and TP which determine the separation between
sea and swell. For example, a single–peaked record with HSIG of 3m and
TP of 16s would be classified as swell but if HSIG was 9m, this record
would be representing a wind forced sea. Operational criteria are
often defined in terms of the most frequent joint occurrence of HSIG
and TP. The seasonal and total percent joint occurrence of HSIG and TP

are included in Appendix 2. Table 3   lists, by season and station,
the percent occurrence and the range of HSIG and TP values associated
with the maximum joint occurrence group. Also included in the table,
is the % occurrence of records having HSIG>5m and TP>14s as an
indication of wave climate severity. The results in the table support
the previous discussion on location and seasonal effects. The most
extreme single joint occurrence was observed at Stn. 46005 at the peak
of a storm in December 1987. At this time, the significant wave height
was estimated at over 13m and the spectral peak indicated a 20 second
period. Conditions of HSIG greater than 10m with concurrent wave
periods greater than 17 seconds were also observed at Stn. 46004. At
the inshore stations, HSIG>8m and TP>17s were observed at all stations
on at least one occasion.
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In order to obtain an idea of the inter–annual variability of the
wave climate during the period 1984 to Jan 1989, a comparison can be
made against extreme conditions previously reported as well as
probability predictions of wave extremes. It is also interesting to
examine extremes from other geographic areas as a ”severity”

reference. This information is included in Table 4   which is a
reproduction of Table 8.6 of Juszko et al. (1985) with the addition of
extremal predictions made by Hodgins et al. (1985) and extremes
observed in this study. A combined data type represents data from
various sources (e.g. buoy, hindcast) used for extremal predictions.
The wave heights in parentheses are the actual measured maximum
individual wave heights (HMAX) from the surface displacement time
series corresponding to the listed HSIG. The mean ratio (calculated
for selected storms during the period 1982–84) of HMAX to HSIG were
estimated at 1.6, 1.64 and 1.83 for Queen Charlotte Snd, Langara and
Hecate Strait, respectively. The single most extreme observation was
20m HSIG (30m maximum individual wave) in Hecate Strait and reported
by James (1969). Though a visual estimate may be less reliable than
buoy measurements, large wave conditions may occur in Hecate Strait,
possibly supporting the larger HMAX/HSIG ratio, due to the presence of
sometimes strong currents travelling in a direction opposite to the
waves. The maximums observed in this study were approximately equal to
those observed between 1982 and 84. The maximum 14.1m HSIG observed at
NDBO Stn. 46004 exceeded the predicted 100 year wave by Hodgins et al.

(1985) which was based on only seven years of data. Table 5   contains
information on peak period exceedances. This table is a reproduction
of Table 8.7 of Juszko et al.(1985) with the addition of results from
this study. The conditions appear to be similar between 1982–84 and
84–89 given consideration of gaps in temporal coverage. The West Coast
shows more severe long period wave conditions than Hibernia, Sable
Island or the North Sea.

The calculated spectral statistics were also summarized as a

function of spectral Type 1 class (as discussed in Section 3.1  ).

Table 6   details the percent occurrence of each class as a function
of location and season, and the associated summary statistics are
included in Appendix 1. At the three inshore stations, low energy,
multiple peak spectra (class 51) tend to dominate on an annual and,
with the exception of 211, seasonal basis. The offshore stations and
Stn. 211 show a greater occurrence of class 22 spectra during the
winter, if one considers classes 11, 12 and 21 to represent swell
dominant spectra, then the five stations, in similar order as Table

5  , experience a pure swell 7.8, 10.5, 18.7, 16.7 and 20.3 percent of
the time. The total percentage of mixed sea and swell, classes 41, 42,
and 52, occurrences are 31.3, 12.3, 24.2, 13.5 and 12.7%. Classes 43,
51 and 53, which represent 37.7, 38.9, 43.1, 26.9 and 31.4% of the
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records from each station, are also indicative of multiple peak
conditions however it is not clear whether they are mixed sea and
swell or multiple sea peaks, particularly for low energy class 51. The
large percentage of swell and multiple peak spectra does support a
requirement for proper swell modelling and the inclusion, in some
form, of swell in a parametric representation.

When examining the statistical tables in Appendix 1. It should be
noted that for multiple peak situations, as mentioned in Section

3.1  , that TP does not necessarily agree with the class definition
which is determined by the peak explaining the majority of the
variance. Because of the grouping, statistics on HSIG and period have
to be interpreted in light of the bounds set. The trends in the period
statistics (APER, AAP, ACP) follow the grouping criteria for single
peaks (i.e. APER 11>21>31) and show an increase with energy within a
period grouping(i.e. APER 11<12<13). They generally have lower values
(at equivalent energy levels) for groups 51, 52, and 53 than 41, 42
and 43. There is a tendency for the data, particularly at Stns. 211,
46004 and 46005, to show a slight increase in QP (for single peaks)
and a decrease in SPW with decreasing TP group (i.e. QP 12<22<32).
There were lower QP values for spectra scanned as multiple peaks. QP
tended to increase within a period grouping with energy, but the
behavior was not consistent.

4. PARAMETERIZATION OF THE HEAVE SPECTRA

This chapter will detail the procedure used to fit a parametric
model to the recorded data spectra, it will provide as assessment of
the goodness–of–fit of the model, and describe the summary
distribution and behavior of the model parameters.

4.1 Methodology

The parameterization of energy density spectra serves two purposes.
First, it allows for the representation of a spectrum using a limited
number of stored or predicted variables. The model equation may have
any form, though one based on theory can provide insight into
geophysical processes. Second, the parameters can be related to each
other or to environmental measurements (e.g. wind speed, fetch, ”wave
age”) to allow for predictive modelling of the wave climate. The
parametric models proposed in the literature have been developed to
represent wind wave (i.e. ”sea”) and can be grouped into three classes
based on the formulation for the high frequency ”tail”, or equilibrium
range, described by ω**(–m): 1) m=5 e.g. Pierson–Moskowitz,
Bretschneider and JONSWAP spectra (see Pierson and Moskowitz, 1984;
Bretschneider, 1959; Hasselmann, et al. 1973); 2) m=4 e.g. Donelan and
Toba spectra (see Donelan et al., 1985; Battjes et al., 1987); and 3)
m = variable e.g. Wallops and Ochi and Hubble spectra (see Huang et
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al., 1981; Ochi and Hubble, 1976). The choice of m=5 was based on
theoretical work by Phillips (1958). An m=4 relationship is supported
by Toba (1972,1973)0 Kitaigorodskii (1983), Phillips (1985)(after a
revised analysis of his results), and through empirical evidence. Both
Ochi and Hubble (1976) and Huang et al, (1981) base their formulation
on an m=5 equilibrium range. Through statistical arguments, they relax
the fixed –5 power law to allow for a variable m value. Ochi and
Hubble (1976) add two sets of spectral formulations in order to
represent a separate sea and swell. Though developed independently, it
can be shown that the deep water Wallops spectrum and Ochi and Hubble
spectrum (hereafter referred to as OH spectrum) are equivalent under
certain assumptions. As the above mentioned models were all developed
to account for the growth of sea waves, none of the parameterizations
strictly apply when modelling swell. The extension in the OH formula
to account for swell would provide an appropriate functional form as
it addresses the three primary features which need to be modelled: 1)
the peak frequency; 2) the variance in the peak; and 3) the peak
shape. Prior application of this model to wave data collected on the
East coast showed that it was capable of properly reproducing the
majority of wave spectra encountered. Given the large percentage of
occurrences of multiple peak spectra indicated in the previous
section, a model that cannot handle more than one spectral peak would
not be useful in representing the day–to–day wave climate.

The OH spectrum is given as:

where ωm is the modal or peak frequency, δ the significant wave height
or variance parameter and λ a spectral shape parameter. This model
was fit to the data spectrum by means of a non–linear, iterative,
least–squares technique which calculates a fit residual following
slight modification of the parameter values. This modification is
determined through a combined Newton and steepest descent method (i.e.
Levenberg–Marquardt method), requiring a first guess to the parameters
and the first derivatives of the function to be fit. The first guesses
for ωm1 and ωm2 were taken as the associated frequency of the two
major scanned peaks in the data spectrum, if only one peak was
scanned, then ωm2 was set to ωm1+.314. The variance associated with
frequencies below and above 0.5*(ωm1 + ωm2) was determined and the
corresponding significant wave heights calculated which were then used
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as the first guess for δ1 and 2. The first guesses for the shape
parameters were taken as 2.5 and 1.0, respectively. The fit residual
was calculated as:

where E(ωi) is the data spectrum, S(ωi) the model spectrum, the sum
is performed over all frequencies N and frequency weighting (WTi) can
be applied if the input spectrum contained variable band–averaging or
if one would like to force the model fit to emphasize certain
frequency regions. With the exception of Stn. 503W data, no weighting
(or, equivalently, a weighting of 1) was required. The frequency
weighting for Stn. 503W data was given by:

and reflects the degree of confidence one would have in the given
spectral density estimate.

During the fit iterations, limits on the parameters were set to
ensure convergence. These limits were:

0 < δ1, δ2, λ1, λ2 < 20
ωm1 < ωm2
0.25 < ωm1 ωm2 < 1.9

The fit was terminated after 100 iterations, if 10 iterations in a row
resulted in a relative change in the fit residual of less than 2E–5,
or if 15 iterations in a row resulted in an increase in the fit
residual. An optional second processing occurred if ωm2 was greater
than 1.69 rps or if ωm1 and ωm2 were approximately equal, in order to
ensure that a swell peak was not missed. Further details on the fit
procedure and behavior can be found in Juszko (1989,1990).

To evaluate the goodness–of–fit, a residual error statistic, RESH,
was calculated as:

This statistic allowed for an acceptance level to be set for record
rejection prior to performing any statistical or predictive
calculations.
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The spectral typing discussed in section 3.1   works well when
analyses are being performed on the data spectra; however, when
examining model fit parameters, the behavior of the fit should also be
addressed. The fit procedure provides values for the six parameters
which reduces the residual error to a minimum. The six parameters were
designed to model two separate peaks or one broad peak and this proved
particularly useful in examining storm development when both sea and
swell were present. However, in cases of single peaks, the variance
may be split between the two sets of parameters, or the first set will
describe the majority of the variance while the second set handles the
high–frequency ”tail”. In order to help in derivation of predictive
relationships, the spectra were further classified according to the
amount of variance explained by each set of parameters and the
frequency separation between ωm1 and ωm2. Twelve Type 2 categories
were established with number codes set to:

A B C D

O< HSIG �3m 1 2 3 4
3< HSIG <6m 5 6 7 8
HSIG �6m 9 10 11 12

Column A represents records which were scanned as having one peak and
which satisfied the following criteria:

– One set of three fit parameters (usually the lower in frequency)
accounted for more than 80% of the total variance and the modal
frequencies were separated by ωm2 > 1.78*ωm1 (established through
observation of numerous spectra); or

– One set of three fit parameters explained more than 90% of the total
variance and the modal frequencies were separated by less than twice
the frequency resolution.

These criteria were selected as observations of fit behavior for
distinct single peak spectra indicated that the two modal frequencies
were either almost identical or widely separate with one set of
parameters explaining little variance. Column B also represents
records which were scanned as one peak with the modal frequency
separation lying between the limits set for column A and with similar
variance ratios. Column C are records that were scanned as two (or
more peaks) and fitted as two peaks as indicated by both the frequency
separation (ωm2 > 1.78*ωm1) and the variance ratio of both sets of
parameters being less than 80%. The frequency separation and variance
criteria were relaxed for certain combinations of HSIG and TP in order
to include spectra with minor swell/sea peaks. Column D includes all
spectra for which no clear single peak or separate sea/swell
designation can be made.
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4.2 Fit Assessment

The behavior of the model fit was similar to that observed by
Juszko (1989). Examples of the fit can be seen as the short dashed

line in Figs. 3   and 4   for Stns. 46005 and 103, respectively. The

long dashed line in Fig. 4   is the smoothed data spectrum to which
the fit for 103 data was performed. The model reproduces single peaks
with very low residuals and slightly higher residuals for multiple
peak cases. The overall percent occurrence of RESH, for each station,

is shown in Figs. 10 A   to F  . The seasonal distributions are
included by station in Appendix 2. The distribution varies between
buoy types and season due to the relative smoothness of the input
spectra and the dominance of low energy or multiple peak spectra, more
prevalent at inshore stations and during the summer for any given
location. Hence, the lowest residuals were observed for fits to the
NDBO stations and Stn. 211 (largest number of degrees of freedom
associated with the spectrum) and the highest for Stn. 503W and 103
due to the large number of multiple peak spectra. The highest
residuals for any given station occur during the summer. An acceptance
threshold of 5% was established for all stations, except 503W. for
later analyses. A threshold of 10% was used for the 503W data as it
generally showed higher average RESH values. This resulted in the
acceptance of the fit for over 90% of all records.

4.3 Summary Statistics on Fit Parameters

Summary statistics on the fit parameters were calculated as a
function of season, spectral Type 1 and Type 2 (as discussed in

Sections 3.1   and 4.1  ) and are included as tables in Appendix 1.
Certain fit records were excluded from the summary statistics if one
or more of the six parameters was considered an outlier. These include
records with λ1 or λ2 (at times referred to as SH1 and SH2) greater
than 7.0 or less than 0.1, and δ1 or δ2 (also referred to as HS1 and
HS2) greater than 1.2*HSIG. The latter condition can occur
occasionally as the best functional fit may require a large variance
parameter value while the frequency summation used in the calculation
of HSIG is bounded. Even with these restrictions, there was
considerable scatter seen in the parameters. The seasonal summaries
average over many spectral shapes and fit behavior types which will
influence the mean and distribution statistics. The behavior of the
two modal frequencies and variance parameters reflect the seasonal
behavior of HSIG and TP. There is also a tendency for SH1 to be
smallest in the winter and largest in the summer and the reverse seen
for SH2. The seasonal ”mean” spectra can be produced using the six

mean parameters values. These are shown in Fig 11  . The averaging
results in spectra of similar shape though varying in overall energy
level with the season.
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Certain trends can be seen by examining the mean behavior indicated
in the summary tables of the fit parameters as a function of spectral
type. The general feature of increasing TP with increasing HSIG is
reflected in the behavior of ωm1, ωm2, HS1, HS2 for single peak
groups. Both ωm1 and ωm2 decrease with increasing energy within a
period grouping (i.e. ωm1(21) > ωm1(22) > ωm1(23)) and increase with
decreasing TP in corresponding energy grouped values (i.e. ωm1(12) <
ωm1(22) < ωm1(32)) behave in the opposite manner to the modal
frequencies (i.e. HS1(21) < HS1(22) < HS1(23); HS1(11) > HS1(21) >
HS1(31)). The same behavior is generally also true for multiple peak
groups. The shape parameter, SH1, generally appears to decrease with
energy, within a period grouping (i.e. SH1(21) > SH1(22) > SH1(23))
and possibly increases with decreasing period at a given energy level
(i.e. similar to ωm1). The shape parameter acts to some extent like
the peak enhancement parameter of a JONSWAP type spectra (as will be

discussed in Section 6.2  ) which was used to reconcile the observed
peak energy with that predicted by a Pierson–Moskowitz spectrum. As
the spectra approaches a fully–developed (fetch unlimited) state,
there has been some evidence (e.g. Ewing, 1980) that it more closely
resembles a Pierson–Moskowitz type spectra (i.e. the peak enhancement
parameter decreases approaching 1) and one may expect a decrease in
SH1 with energy for a given period and lower mean values in winter
than summer as mentioned above. The shape parameter, SH2, however
appears to increase with energy level within a period grouping and
also to increase with decreasing TP group (i.e. SH2(21) < SH2(22) <
SH2(23); SH2(12) < SH2(22) < SH2(32)). This observed behavior provides
some incentive to attempt to establish a predictive relationship with
HSIG and TP. As with the seasonal means, the ”mean” OH spectra for
each spectral type class, can be generated and may be useful as

”design” spectra. These are shown in Figs 12  , 13   and 14   grouped
according to energy. Note that the average spectra, particularly for
low energy cases, may not necessarily correspond to the spectral type
from which it is derived due to the linearly averaging of parameters
which form part of a complex non–linear expression.

The grouping of the spectra as a function of fit behavior was
performed for the later predictive analysis. The summary statistic
tables are also included in Appendix 1 for reference. The grouping,
though maintaining the same energy criteria, loses its distinction in
terms of peak period. The same trends with energy levels can be seen
in the means. One can best compare the behavior of the parameters
between groups 1, 5, and 9 (single peaks) and the double peak groups
3, 7, and 11. For single peaks, ωm1, HS1, ωm2 and SH2 are generally
larger, at a given energy level, while HS2 and SH1 are smaller than
their corresponding double peak group means.
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Figures 15 a   to d   contain examples of the percent joint
occurrence of the fit parameters for Stn. 46004. Similar plots for the
other stations are included in Appendix 2, in addition, for Stn. 46005
data, chosen due to completeness and lack of noise in the spectra,
similar distributions are provided separately for single (class 1, 5

and 9) and double (class 3, 7 and 11) peak classes. Table 7   details
the percentage and parameter range associated with the maximum joint
occurrence bin. All stations show a linear relationship between HS1,
HS2 and HSIG. ωm1 has maximum occurrence between 0.4 and 0.6 rps for
all stations. There is some indication of a decrease in ωm2 with
increasing HS2. There is considerable scatter in the shape parameters

with SH1 (Fig. 15c  ) possibly decreasing with HS1 and being skewed to
slightly larger values than SH2. The majority of occurrences, for both
shape parameters, is between 0.5 and 3.0. Some of the scatter would
result from the variability associated with different fit behavior and
spectral types and inclusion of joint occurrence plots for the
different Type 1 and Type 2 classes would be an inefficient means of
assessing inter–relationships between the parameters. A statistical

analysis will be conducted in Section 6   which will indicate any
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joint behavior (i.e. to allow for possible prediction of the
parameters).

5. STORM ANALYSIS

The large scale meteorology of the West Coast is controlled by the
relative strength and location of two pressure systems: the Aleutian
Low, centered over the Gulf of Alaska, and the North Pacific High,
located West of California. There is a strong seasonal pattern with
the Aleutian Low dominating in the winter, providing generally
southwest to southeast winds, and generating the most severe storms,
in the summer, the North Pacific High tends to prevail resulting in
weaker north to northwest winds. Topographic steering of the winds
occur near shore due to the coastal mountain ranges.

The low pressure systems generating storms are generally of two
types. The first consists of a large scale system (order of 1000 kms.)
which tends to have the lowest central pressures and to travel
relatively slowly eastward along approximately 50 deg. N Latitude.
This type of system generated the most severe conditions observed
during this study. The second type of system results from a wave or
”eddy” off of the main low circulation pattern, is of smaller scale
(approx. 500 kms) with slightly higher central pressures and travels
rapidly. These small scale systems tend to form locally in the Gulf of
Alaska and are able to generate severe sea states if they become
”stalled” or travel at a speed (at the approximate group velocity of
low frequency surface gravity waves) which allows for continuous
re–enforcement of the sea state. The associated winds, of both
centers, often intensify as the centers travel East due to deepening
of the central pressure possibly gaining heat from the ocean or due to
constriction of the isobars under the influence of the coastal

mountains. Fig. 16   is a reproduction of the METOC chart for 0600 GMT
on December 8, 1987 illustrating both types of pressure systems.

Fifteen storms were selected through examination of the time series
of significant wave height and peak period from each station. As
geographic representation was desired, the storms with the three
largest HSIG values measured at each station were chosen. There was
some overlap in storm selection as extreme conditions at different
stations may have been produced by the same storm system. Also
included were storms in November 1984 which generated considerable
damage, September 1986 which was the only storm occurrence when all
five stations were operating, and June 1988 which represented a summer
storm. Maps of the storm tracks (taken off of METOC charts supplied by
AES) and selected energy density spectra are included in Appendix 3
and the reader should refer to these in the following discussion.

Characteristics of the selected storms are summarized in Tables 8  

and 9  . Table 8   indicates the storm time period examined, the
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minimum central pressure recorded and its position, and the
significant wave height, peak period and time of the maximum HSIG

record observed for each recording site. Table 9   includes estimates,
when possible, of the rate of spectral growth (positive) and decay
(negative) obtained through a calculation of the hourly rate of change
in significant wave height (dHS/dT) and peak period (dTP/dT), swell
properties (estimate of height and period from the model parameters
fit to the spectra) when observed, response lag between inshore and
offshore stations (positive if given station storm peak lags that
observed at stations 46004 or 46005) and the duration of conditions
with HSIG > 5m and HSIG > 10m. The growth and decay rates, which
provide some idea on the growth response and relaxation time of the
seas, should not be considered as absolute rates as there may be
contamination by the presence of swell and incomplete relaxation of
the seas between build–up periods. They are also representing linear
time averages of a property which varies non–linearly with sea state
(e.g. rate of peak progression down frequency decreases with

frequency). Multiple entries in Table 9   reflect, on occasion,
multiple build–up or decay periods due to numerous low pressure
centers influencing the region over the selected time interval.

The information in Tables 8   and 9   support some general features
of the wave climate. Swell waves were often present with modal
periods, as given by the six–parameter fit results, longer than 20
seconds (up to 25 seconds) observed at all locations. The most extreme
conditions, in terms of both absolute HSIG and TP and in duration,
were observed at the offshore stations and were associated with large
scale centers having minimum pressures less than or equal to 960
mbars. During storm 11, however, wave conditions on December 5 and 8
(1987) were more severe in Queen Charlotte Sound than offshore. The

surface atmospheric pressure chart for Dec, 8 was shown in Fig. 16  

and consisted of both a large and small scale low pressure system with
the latter possibly reinforcing existing sea conditions (HSIG 3–5m, TP
12–14s) in Queen Charlotte Snd. The maximum sea growth rate observed
at 503W during this period was 1m/hr. The strength of the storm
signature at inshore and offshore stations and the lag in response are
dependent on the stations position relative to the storm track, in
general, Stns, 46004 and 503W and Stns. 46005 and 103 behave in tandem
with the inshore station lagging the offshore one and 46004 leading
46005 if the storm track passes from West to East over Queen Charlotte
islands.

If the track is to the North of these islands, Stn. 103 may lead 46005
due to its more northerly position while Stn. 211 leads all other
stations (e.g. storm 6). The ratio of maximum HSIG between stations,
for the limited number of selected storms, ranged from 0.6 (storm 7)
to 1.6 (storm 11) for 503W compared to 46004 with a mean of 1.06, from
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0.4 (storm 5) to 0.9 (storm 9) for 103 compared to 46005 with a mean
of 0.72 and from 0.58 to 1.0 for 211 compared to 46004 with a mean
also of 0.72.
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The growth and decay rates listed in Table 9   could not always be
calculated due to confused sea conditions. They also reflect an
integration of a variety of environmental conditions including wind
speed, fetch, duration, previous wave history, background swell, etc.
However, given these limitations, general statements may be made. The
extreme sea states were associated with an average dHS/dT rate greater
than 0.4 m/hr with an increase in the period of the spectral peak at a
rate as high as 1.1 s/hr though on average between 0.2 and 0.5 s/hr.
During storm 8, the maximum rate of change at Stn. 46004, the largest
for any station, was 4m in 3 hours (1,3 m/hr) with the peak period
increasing from 12.5 to 16.7 over this same period (1.4 s/hr). The
decay rates for HSIG, which tend to be more uniform over time than the
growth rates, ranged from a very slow decay of –.06 m/hr to –.3 m/hr.
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Peak period may or may not decrease with decay depending on whether or
not swell is present.
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The wave spectra, included in Appendix 3. contain examples of
varied spectral behavior. The classic picture of sea peak development,
showing increasing energy with migration of the peak towards low
frequencies, can be observed, for example, at all stations during

Storm 7 (Fig. 17  ) and, clearly, for the NDBO buoys during storms 1,

2 and 6. The decay of this peak can be seen in Fig. 18   to be almost
a reflection of the peak growth. In this storm, there was essentially
no swell present however, the presence of both a sea and swell is a
common occurrence in early sea peak development. This is shown in Fig.

19   for the early sea development of Storm 12. In many cases the
swell that is present is a ”remnant” sea from a previous build–up. A
good example of forerunner swell can be seen during the early stages

of Storm 15 (Fig. 20  ), particularly at Stns. 103 and 46005 where the
swell period dropped from 17 to 14 seconds over 15 hours, with
increasing energy (unlike remnant seas which tend to decrease in
energy with time), as the early sea peak developed. A single sea peak
is the most common spectral form associated with the maximum HSIG
record. The decay of the storm peak can appear as either the reverse
of sea peak growth as mentioned previously (e.g. Stn. 46004 – Storm 4)
or, in the majority of the cases, the energy decreases but there is
relatively little migration of the peak towards higher frequencies as
the seas do not have sufficient time to relax prior to a second

build–up. An example of this occurred during Storm 11 (Fig. 21a  ) at
all stations. These peaks can be interpreted as swell (strictly
defined as waves whose phase speed is greater than local wind speed or
whose direction of travel is not aligned with the local wind) as they

can be seen, in the spectral plots 16–20 of Fig. 21b  , to still be
present as background energy during the new sea build–up.

As the storm observations indicate, the wave climate on the West
Coast is quite varied. A proper modelling of this region would have to
account for the differences in scales of the storm generating pressure
centers, the influence of land masses and bathymetry, the presence of
swell, the often rapid sea growth, details of which would be missed if
the time step is too long, and the complex interaction, particularly
in Queen Charlotte Sound and Hecate Strait, of sea and generating
winds which can lead to intensification of the wave climate in these
areas.

6. PREDICTION OF FIT PARAMETERS

The prediction of model parameters from their probability
distribution, environmental measurements, spectral statistics or other
model parameters, has practical and theoretical applications. It can
provide bounds on possible spectral shapes (i.e. ”design spectra” )
for input into engineering models. It can supplement information for
areas where direct field measurement of wave spectra are not
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available. It may allow for improvement in fit procedure by supplying
first guesses, bounds on the fit parameters or reduce the number of
parameters which need to be fit. Finally, it may also provide
empirical evidence to support theoretical relationships.

The feasibility of predicting the OH model fit parameters from
limited field information or from internal relationships between the

parameters will be examined and discussed in Section 6.1  . In Section

6.2  , a statistical approach will provide a family of model wave
spectra, based on the probability distributions of the fit parameters,
for single and double peak spectra from three significant wave height

classes. In Section 6.3  , an analytical approach will examine the
relationship between the OH model and other parametric models
discussed in the literature.

6.1 Numerical Prediction

There are two separate requirements for predicting model
parameters. First, one must be able to determine a relationship with
independently measured, routinely reported synoptic information such
as wind speed and direction, and directly observed estimates of
significant wave height and peak period so that the prediction
equations can be used to supplement existing wave climate information.
Second, one must examine any inter–dependence in the model parameters
(i.e. internal variables) in order to improve these predictive
equations. The ”goodness” of a predictive relationship is determined
by the amount of variance, present in the predicted parameter, that
can be explained by the other variates.

It was assumed, for this analysis, that the only available external
variables were HSIG and ωp (i,e. peak frequency). Excluding swell
contributions, these may be calculated from wind information using
established engineering relationships. Both sea and swell properties
may be available from visual reports (e.g. MANMAR records include
estimates of wave height, period and direction for both swell and sea
which could be used as predictors for ωm1, δ1, ωm2 and δ2). The
internal variables include the remaining five fit parameters and the
ratios of modal frequency to peak frequency and variance parameter to
significant wave height. The ratios were used for the prediction of
the shape parameters as an initial correlation analysis showed little
dependence on these ratios by ωm or δ. The spectral Type 1 and Type 2
classes (as described in Sections 3.1   and 4.1  .) were treated
independently though the distinction based on energy was removed as a
dependence on HSIG appears in the predictive equation (i.e. Type 1
classes 11, 12 and 13; 21, 22, 23; etc. were grouped together).

The prediction procedure consisted of a preliminary calculation of
the linear correlation matrix for the 12 channels (i.e. HSIG, TP, six
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fit parameters, four ratios). The correlation matrices for the
non–linear relationships PAR=VAR**X and PAR=EXP(VAR) were also
calculated on test cases of Stn. 46005 data, and they did not show any
significant improvement over the linear values. For each predicted
parameter, the variables were ordered (in decreasing order) according
to their correlation value, it was determined whether they were useful
predictors given the standard deviation in their distribution, and
were then sequentially added to the prediction equation. The
significance of the added variate was determined in the following
manner. Let

be the regression estimate with p variates and p–1 variates,
respectively. The ratio

was then calculated. The summation is taken over N data points, the

overbar represents the mean of the estimated parameter and  is the

residual variance given by

This is the ratio of increase in explained variance to residual
variance and, assuming that the residual series has an underlying
Gaussian distribution, this ratio follows an F distribution with 1 and
N–P degrees of freedom, if the ratio is large, then there is good
probability that the added variate significantly decreases the
explained variance. In practice, if the ratio exceeded the 95%
confidence limit, the variate was kept in the regression. After this F
test, the standard error of the regression coefficients was calculated
and if any coefficient lay within three standard deviations of 0, it
was also dropped from the model. Finally, the residual from the
reduced regression model was compared to the residual error of the
model incorporating all possible variates to ensure that the deletion
process had not sacrificed too much explained variance. The residual
variance generally increased by less than 5% (less than 1% for the
prediction of HS1 or HS2). The procedure proved effective in
determining the underlying inter–relationships in the variates.
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This analysis was performed for all stations, on the Type 1 and
Type 2 groups discussed above. The procedure, as it is based on the
measured correlation values, may result in the inclusion of a variable
showing correlation with the parameter but which does not reduce the
residual variance appreciably. This can occur if the variable is
self–correlated with predictors already included in the regression.
The analysis results were examined for consistent variable/parameter
relationships, which explain the majority of the variance, and then
specific variable regressions were performed on all the data.

The preliminary results indicated that δ1 and δ2 were the best
predicted, followed by ωm1 and ωm2. The shape parameters consistently
had large residual variances which reflect the scatter observed in
these parameters in the joint occurrence plots included in Appendix 2.
The common variable/parameter predictive groupings were:

ωm1: ωp, (ωm2, HSIG)
HS1: HSIG, (HS2)
SH1: HS1/HSIG, ωm1, (ωm1/ωp)

ωm2: ωm1, HS2, HSIG
HS2: HSIG, HS1
SH2: HS2/HSIG, HS1/HSIG  (ωp, ωm2/ωp)

The order in which the parameters would be predicted is influenced by
the available information and the amount of variance accounted for by
the respective prediction equations. A proper ordering allows for a
previously predicted parameter to act as a variable in later
predictions. A suggested order would be HS1, HS2, ωm1, ωm2, SH1 and
SH2. The variables in parentheses listed above resulted in either
lesser reduction of the variance than the  others or would normally be
predicted after the current  parameter. It was interesting to note
that the shape  parameters were better correlated with variance ratios

than  with total variance. Tables  10 a   to c   and 11 a   to e  

contain the percent residual variance, regression coefficients and
their standard deviation for predictions based on Type 2 and Type 1
groups, respectively. The constant in the table represents the linear
regression constant which is always included in the prediction
equation, if a given set of coefficients did not reduce the residual
variance, these were omitted from the tables. One would expect lower
residual variances in the Type 2 analyses as the fit behavior is being
addressed but this was not always the case for a given fit parameter.
The prediction equations were generally similar between locations with
the possible exception of Stn. 503w. For this station the frequency
resolution may have influenced both the fits and subsequent analyses
or physically different processes may be occurring.

By definition, the single peak spectral classes 1, 5 and 9 (table

10a  ) consisted of spectra scanned as one peak with the fit resulting
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in over 80% of the variance being explained by the first set of
parameters, it is not surprising, therefore, that ωm1 is well
predicted by ωp. Knowing both HSIG and HS2 will allow for accurate
determination of HS1. This is a consistent picture for all spectral
types which is to be expected as the total heave variance must be
conserved by the model. The slope of the HS1–HSIG equation indicates
that over 90% of the total heave variance is being explained which is
evidence that the prediction procedure is working properly. The
relatively large residual variance in HS1 prediction by HSIG alone is
a reflection of the fit behavior, in order for the peak to be modelled
properly for very sharp spectra, proportionally more variance present
in the high frequency ”tail” must be explained by HS2. Hence high
variability in HS1 is linked to variability in the spectral shape
further indicated by the inverse relationship between SH1 and
HS1/HSIG. The prediction equation for ωm2 is also consistent with a
single peak picture as there is a constant high frequency offset which
is proportionally reduced as HS2 increases. There was very little
variance explained in the prediction of SH2.

The residual variance in SH1 is consistently high (greater than
60%). However, it is possible that a basic underlying trend is being
accounted for and the variance is a result of the large ”experimental”
scatter in the statistic. The SH1 values will tend to a limit, for a
given ωm1, as HS1 approaches HSIG and ωm1=ωp. For ωm1 = 0.314rps
(i.e. TP of 20s), SH1 would have values of 0.86, 0.69, 0.81 0.7 and
2.56 for Stns. 46005, 46004, 103, 211 and 503W, respectively. The
large SH1 value for Stn. 503W is consistent with the large peakedness
parameter values also seen for these records. As discussed in Section

4.1  , different parametric models contain different formulations of
the equilibrium range of the wave spectrum requiring either an ω**–4
or ω**–5 power law relationship. The limits of 0.7 to 0.86 support a
–4 power law if these records are considered as swell waves or
fully–developed, fetch unlimited seas, with little or no peak
enhancement. For ωm1 = .628rps (i.e. TP of 10s), SH1 would have
values of 1,07, 1.0. 1.09, 1.04 and 1,12, which is a more peaked
spectra and would tend to imply a –5 power law relationship. These
records would most likely represent wind–driven sea and the larger SH1
value may be required to handle the peak enhancement as opposed to the
high frequency ”tail”. In which case, the frequency relationship may
be considered as ω**(–4 –∆λ) where ∆λ (the difference between λ and
4) is an implicit peak enhancement while still maintaining a –4 power
law. This illustrates some of the difficulty encountered in trying to
justify either a –4 or –5 relationship from experimental evidence.

It can be seen in Table 10b  , representing double peaked spectra,
that Wm1 is not well predicted by either ωp or ωm2. In contrast to
single peak spectra, the two sets of fit parameters are essentially
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independent and there are numerous energy/frequency combinations
possible for double peaked spectra. For example, if one visualizes sea
peak growth with concurrent swell decay, the relative dominance of the
peaks as well as their position, are changing with time, HSIG is a
somewhat better predictor of both HS1 and HS2 for double peaks than

for single peaks (Table 10a  ), if one substitutes the prediction
equation for HS2 into that for HS1, then the equations imply an
approximate 60–40% distribution of the total heave variance between
the Set 1 and Set 2 parameters. The shape parameter predictions are
more complex than for single peaks and can go to negative, physically
unrealistic values, for certain combinations of predictors (this
feature may be useful for setting bounds on possible combinations of
parameters in the production of model design spectra). An example for
the use of the SH2 equations, for Stn. 46005, is as follows. Let
HS2/HS = 0.6, then the first prediction equation results in SH2 =
1.97. If one takes, for example, ωm2 = ωp = 0.628rps and HS1/HS = 0.8
(when HS2/HS = 0.6 and all the heave variance is being accounted for),
then the second prediction equation yields SH2 = 1.66. If one sets
ωm2 = 0.628rps and ωp = 0.45, with similar HS1 and HS2 relationships,
SH2 would be reduced to 1.42.

Table 10c   contains the predictive equations for spectra which
were classified as having their heave variance split between the two

sets of parameters, if one compares this table with Table 10b  , there
appeared to be a stronger inter–dependence between ωm1 and ωm2, while
the ability to predict HS1 and HS2, SH1 and SH2 were similar with HS1
containing a marginally greater percentage of the total variance and
SH2 expected to be slightly smaller. There was approximately 65–35%
distribution of the total heave variance between HS1 and HS2. The
shape parameters were the best predicted of the Type 2 spectral
classes.

Tables 11 a   to e   contain the prediction equations and residual
variances for spectra Type 1 classes. For the single peak classes,

Tables 11 a  , b   and c  , the prediction of ωm1 and ωm2 are poorer
than that seen in Table 10a   as peak ”splitting” may be occurring.
This may be more severe for the higher frequency classes (31,32,33) of
generally lower energy as these tend to be broad and more likely to
require both sets of parameters for proper representation. In fact,
all the regression coefficients will be influenced to some extent by
varied fit behavior. There is better prediction, however, of HS1 from
HSIG (poorer for HS2) and for both shape parameters. For the low

frequency, Type 1 classes Table 11a  , there was no improvement of the
prediction of SH1 from period information for the two NDBO buoys. The
indicated limit for SH1 (i.e, when HS1=HSIG) was 1.1 for both 46005
and 46004. For SH2, if HS2/HS remains the same, then the prediction
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equations indicate that its value would increase with decreasing

period class (Tables 10 a   to c  ) which was previously suggested by

the summary statistics discussed in Section 4.3   and further confirms
that the predictive analysis is behaving properly.
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For the multiple peak groups, Table 11d   and e  , ωm1 showed better
prediction by ωp for Classes 41,42,43 while ωm2 had lower residual
variances for Classes 51,52,53. As with the single peak classes, HS1

was well predicted by HSIG with a steeper slope in Table 11d  

indicating that the first set of parameters were generally
representing the major peak of the spectra. There was an approximately
77–23% split of the total heave variance. For Stn. 46005, this implies
that SH1 = 1.78 and SH2 = 2.0 (using the first set of prediction
equations). For Type 1 classes 51,52,53, the total heave variance
split was close to 50–50%. There was a stronger dependence on the
period for SH1 prediction while SH2 = 1.8 using the first set of
prediction equations and HS2/HS of 71 (i.e. 50% variance ratio). For
these and, in general, any previous calculation of the shape
parameters, the prediction equations suggest a parameter value less
than the means in the summary tables and closer to the modal

distribution values included in Table 7  . This suggests that the
scatter in the parameter values may be biasing the mean calculations
and may be resulting from experimental variability as opposed to
geophysical variability.

6.2 Statistical Probability Spectra

A second conclusion that may be drawn from the instances of very

high residual variances listed in Tables 10   and 11  , is that no
underlying relationship between the fit parameters exists or has
sufficient confidence associated with it to be used for prediction.
This is particularly true for the shape parameters. However, one can
obtain a statistical description of the most probable and extreme
model spectra based on the probability distributions of the individual
fit parameters. Following the procedure outlined in Ochi and Hubble
(1976), families of model spectra were generated for scanned single
and double peak spectra in three significant wave height groups (i.e.
a total of six groups 1: TYPE 1 classes 11, 21, 31; 2: 12, 22, 32; 3:
13, 23, 33; 4: 41 and 51; 5: 42 and 52; and 6: 43 and 53). Briefly,
the procedure consisted of first determining the probability
distribution of one of the six fit parameters (i.e. target parameter).
From the fitted probability density function, the modal and 90%
confidence limit values (i.e. associated with a 5% and 95%
probability) of the target parameter were obtained. The recorded model
parameters were then scanned for occurrences of a target parameter
falling within 5% of the modal and 90% confidence limits and the
average value for each of the remaining five co–occurring parameters
would be calculated. This process was then repeated for each of the
six fit parameters and resulted in a family of 18 spectra for each
spectral group examined. Both a bounded normal and gamma probability
distribution were fitted to the histogram of the probability density
distribution, by means of a non–linear procedure similar to that in
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Section 4  , and the residual error was calculated. The fit residual
errors indicated that the frequency and variance parameters were best
represented by the bounded normal distribution. This was also
generally true for the shape parameters, Ochi and Hubble (1976) fit a
gamma function to the probability density distribution of the two
shape parameters. Examples of the probability histogram and fitted

distributions for the six fit parameters are shown in Figs. 22 a   to

c   for Stn. 46005 single peak spectra. The gamma function will fit
the mode of the shape parameter distribution well and handle the
behavior of the larger parameter values while underestimating the
probability associated with the lower parameter values. The resulting

parameter values are listed in Tables 12a   to e  . Results were
omitted when there were fewer than 50 data values associated with any
of the six spectral groups. The highlighted entries correspond to the
5% (L) probability value, mode (M) and 95% (U) probability value
obtained from the analytical probability density functions for the
target parameter. Reading across the row provides the average values
for the remaining five fit parameters. Entries of zero are possible as
there may have been no observations of the target parameter falling
within the 5% range of the statistically predicted value. Both the
bounded normal and gamma probability values are included for the SH1
and SH2 parameters as the mode and confidence limit values are
different for the two distributions. The relative behavior of the fit

parameters in Tables 12a   to e  , between spectral groups for the
same target parameter, is similar to the overall behavior discussed in

Section 4.3   (e.g. ωm1 varies inversely with HS1, HS2 and directly
with ωm2, SH1 and SH2). Examples of the 5%, mode and 95%

statistically predicted spectra are included in Fig. 23   for Group 2
( plot 1, 3, 5, 7, 9 and 11) and Group 4 (plot 2, 4, 6, 81 10 and 12)
spectra associated with the target parameters ωm1, HS1, SH1, ωm2, HS2
and SH2, respectively. As can be seen in Fig. 23  , there is a
considerable difference in spectral shape, particularly for the double
peak Group 4 spectra, when different target parameters are used. These
statistical spectra would be useful as design spectra for various
applications as they represent a wide variety of spectral types using
a relatively limited number of parameter sets.

6.3 Analytical Analysis

In this section, relationships between a three–parameter Ochi and
Hubble model given as:
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where ωm, HS and λ are the modal frequency, significant wave height
and shape parameter, and two other parametric formulations will be
examined. These two models are Wallops spectrum (Huang et al. 1981)
which contains a variable power law relationship, and the model
proposed by Donelan et al.(1985) which represents a class of models
enhancement parameter first proposed by Hasselmann et al. (1973)
during JONSWAP.

The Wallops spectrum is given as:

where Φ is the significant slope defined as the RMS surface
elevation (δ) divided by the wavelength (λo) associated with the
spectral peak frequency (ωg) and g is the gravitational acceleration.
The spectrum consists of two–independent parameters, δ and ωm, as the
power law variable, M, was shown by Huang et al, (1981) to be related
to the significant slope, through statistical arguments, by:

One can readily show that given deep water, sinusoidal wave
assumptions, i.e.:

that the Wallops and OH (3–parameter) spectra are identical
expressions when M= 4λ + 1. The Wallops spectrum has been extended to
account for finite depth effects, solitary and cnoidal wave theory
which affect the M and β calculations and which would be included
implicitly in the OH model fit. The relationship between M and
significant slope suggests that the λ shape parameter should also be
related to significant slope, ie:
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which would improve the ability to predict the shape parameter;
however, attempts to reconcile the observed fit parameters with the
above expression have not been successful.

The Donelan spectra is given as:

where ωm is the peak frequency, α is a variance constant, γ a peak
enhancement parameter and σ a peak width parameter. The peak
enhancement parameter, γ, was defined by Hasselmann et al.(1973) to be
equal to the ratio of the observed peak energy to that of a
Pierson–Moskowitz spectrum of the same peak frequency. It was
originally used to reconcile the JONSWAP results as opposed to
representing any theoretical relationship. The peak width parameter is
sometimes assigned two values in order to represent the differing
half–widths of the forward and back faces of the peak.

Donelan’s spectrum is a modification of the JONSWAP formulation
with the ω**5 relationship of the latter replaced by [ωm* ω**4]. It
is equivalent to Toba’s spectrum (Phillips, 1985) with

with β assumed to be a universal constant and U* the friction wind
velocity.

A relationship between the peak enhancement parameter, γ, and the
OH shape parameter, λ, can be established. If one normalizes both
spectra by the total variance, given as

then the model reduces to:



Directory

DND 4

Table of Contents  List of Tables     Figures  

If one assumes that both models represent the data spectrum equally
well, then for the spectral shapes to be similar:

At the spectral peak, ω = ωm, so that

Assuming an ω**–4 relationship, then λ = 3/4 and γ = 3.26, while for
a –5 high–frequency tail, λ = 1 and γ = 3.89. The experimental mean
JONSWAP γ value was 3.3, and 3.6 when the data were re–analyzed by
Battjes et al.(1987) which could support either a –4 or –5
relationship. A linear regression analysis was performed between the
fitted peak enhancement parameter, from Donelan’s formulation, and the
predicted peak enhancement parameter calculated using λ from the
fitted normalized 3 parameter OH spectra for single peak spectra
(having assigned Type 2 classes 1, 5, and 9) for Stn. 46005 data. A
predicted peak enhancement parameter using λ1 from the corresponding
six–parameter model fits was also examined. The regression results are

given in Table 13  . It can be seen that when the residual fit error
(RESH) is low, the predicted γ from λ of the 3–parameter normalized OH
expression agrees well with a directly fitted γ, with only slight
offset from a zero intercept (A=0) and slope (B) of 1. When predicted
from λ1 (SH1) of the complete six–parameter expression, the
correlation is reduced, particularly for the inshore stations, though
still significant.

At first examination, it appears that an estimate of σ could be
produced by using the constraint that
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and replacing the predicted peak enhancement parameter into Ed’(ω).
However, the integral turns out to be insensitive to the value of λ.

 

7.SUMMARY

An examination of the West Coast wave climate was conducted based
on spectral records for a five year period extending from 1984 to 1989
collected at two offshore and three inshore locations. In Chapter

two  , the treatment of the data was described. The spectra were
truncated between constant frequency limits, their quality assessed
and they were examined to ascertain the amount of noise present, it
was found that smoothing of the spectra was required only for the
three inshore station records in order to remove this variability and
increase confidence in the spectral density estimates. Further
smoothing would have been desired for the Station 503W WRIPS buoy
records, however this was not possible due to the few number of
frequencies available to describe the spectra.

In Chapter 3  , summary spectral statistics and spectral Type 1
classification were used to describe the general features of the wave
climate. There was an expected seasonal and geographic variation in
the wave properties with winter months and offshore locations
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experiencing the most severe conditions. The single maximum observed
significant wave height was 14.1m at Stn. 46004. of the three inshore
stations, Stn. 503W in Queen Charlotte Sound experienced average sea
states almost as severe as offshore and, during a later storm
analysis, was observed under certain conditions to have a larger storm
signal than Stn. 46004 located in the open ocean. The percentage of
records having a significant wave height greater than 5m and peak
period greater than 14s, for winter months, were 10.2, 9.9, 8.2, 3.3
and 1.1% for Stns, 46005, 46004, 503W, 211 and 103 respectively, which
reflect the relative severity of the wave climate at the different
sites. All stations showed at least one occurrence of HSIG>8m and
TP>17s with the most extreme joint occurrence of HSIG and TP observed
at Stn. 46005 (HSIG of 13.6m, TP of 20s). In comparisons with other
geographic areas, the West Coast appears to experience more severe
long period wave conditions than Hibernia, Sable Island, or the North
Sea. Examination of the occurrence of different spectral types
indicated a large percentage of swell dominant and multiple peak
spectra which has implications towards both parametric and numerical
modelling.

In Chapter 4  , the Ochi and Hubble six–parameter model was fit to
all the data spectra and its behavior was described. It was shown that
this model provided acceptable representation of the spectra, for a
wide variety of spectral shapes, over 90% of the time. There was
considerable scatter in the fit parameters. However, certain
behavioral trends could be observed. The modal frequencies and
variance parameters followed the general behavior of decreasing
frequency with increasing wave energy. The SH1 parameter tended to
decrease with energy, for a given period, and to increase with period
for a given energy level. The SH2 parameter generally increased with
energy for a given period and with period for a given energy level.

A discussion on observed storms and storm spectra was included in

chapter 5  . It was seen that storms were generated by two distinct
types of low pressure systems: a slow moving, large scale system and a
rapidly moving small scale system, both of which can intensify as they
approach the coast. Rapid growth of the seas was observed, with
maximum rates on the order of 1m/hr and 1s/hr for HSIG and TP,
respectively. With the exception of Queen charlotte Sound, there was a
mean decrease in energy between offshore and inshore stations of
approximately 30%. In Queen Charlotte Sound, intensification of sea
conditions was observed on occasion, generally associated with a small
scale disturbance, resulting in a maximum energy intensification of
60% compared to Stn. 46004. The time of sea response to storm winds at
the different measurement sites was determined by their relative
position to the storm track which would influence characteristics of
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local winds as well as travel times for generated swell. Long period
swell was observed at all stations.

The ability to predict the Ochi and Hubble model parameters from
significant wave height and peak period and from other model

parameters was examined in Chapter 6   with varying success. The
frequency and variance parameters were better predicted than were the
shape parameters, due to the large amount of scatter present in the
latter, however no single parameter could be predicted consistently
well for all spectral types. More useful information was obtained by
examining the probability distribution of the fit parameters. A
bounded normal and gamma probability function was fit to the
probability density histogram for each fit parameter and then used to
produce a ”family” of wave model spectra based on the modal and 95%
confidence limit values for each parameter. An analytical analysis on
the relationships between the Ochi and Hubble spectrum and the Wallops
and JONSWAP type spectra showed that the Wallops and Ochi and Hubble
spectra are equivalent under certain conditions and that the Ochi and
Hubble shape parameter can be used to predict the peak enhancement
parameter of a JONSWAP type spectra.

Certain features of the wave climate should be addressed by any
hindcast or forecast model of the region. Swell of periods greater
than 20 seconds (as long as 25 seconds), were observed at all stations
and their modelling could influence the position of the offshore model
boundary. The presence of two types of storm generating low pressure
systems will dictate the spatial and temporal scales of the model.
Specifically, the steep curvature of isobars, rapid movement, and
strong interaction between winds and wave field of small–scale
pressure systems would have to be properly modelled to provide an
accurate prediction of the wave climate in Queen Charlotte Sound and
Hecate Strait. These regions are of particular interest as they
contain active fishing areas, known gas reserves with potential for
offshore drilling, and the major shipping routes to Alaska. The
inshore wave climate would further be affected by land sheltering,
wave refraction due to changes in bathymetry and current/wave
interactions.
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